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1 Abstract
Machine Learning (ML) has become a significant part of malware detection efforts due
to the influx of new malware, and the ever changing threat landscape. Consequently,
anti-virus (AV) vendors have begun to widely utilize ML for malware detection [4, 7,
6, 3]. The popularity of ML based intrusion detection makes the attacks towards these
systems an important part of the cyber kill chain where adversaries take evasive actions
towards ML models in order to successfully deploy their attacks [5]. This makes the
study of malware classifier evasion strategies an essential part of cyber defense against
malice. Recent work has shown that top AV that utilize some form of ML technology
can be bypassed with simple modifications on the malware such as by adding a new
section, appending a single byte, removing the debug and certificate values, or renaming
a section [8, 2]. In ourwork, we borrow the feature changes that are shown to be effective
in prior research, and explore a new mutant malware discovery methodology that is
based on Monte Carlo Tree Search (MCTS).

We approach classifier evasion as a game playing exercise between the adversary and
the ML model where a winning hand is a successful mutation that makes the malware
undetectable. Like in chess, there are numerous state permutations – mutations in our
case – that can yield a winning play at any stage of our "game". MCTS can find the
winning hand by simulating the set of possible mutations, and discover an optimal path
using an empirical scoringmethod. This allows empirical evaluation of a comprehensive
set of mutations with minimal error, and examines paths without actually computing
all the possible permutations of changes. At the end, MCTS prioritizes minimizing the
number of trackable changes that lead to evasion, hence avoiding excessive changes to
the binary.
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In this experiment, we stage a grey-box adversarial scenario where the target clas-
sifier algorithm, decisions made by the classifier, and the data used in training are
unknown, but the features used in training are known. The attacker trains a local
Decision Tree (DT) with the test portion of the EMBER-2018 dataset [1] and discov-
ers evasive feature modifications via MCTS while using the surrogate model (DT) for
confirmation. This allows attackers to circumvent querying AV APIs to verify their
modifications. Such a scenario is feasible for an adversary when an API for verification
is unavailable because it is part of an internal defense system at an organization, or
if the malicious actor wants to avoid attention. The performance of the mutations is
then evaluated against the victimMulti-layer Perceptron (MLP), which is trained on the
training portion of EMBER-2018, that takes the place of the target anti-virus engine.

Our preliminary results show thatMCTS finds successful mutations on the surrogate
model for 63.22% of the malware, out of which 44.27% evades detection by the victim
model, performing slightly better than our random mutation baseline with a 44.06%
evasion rate. In future work, we plan to exploreMCTS performance on varying families
of surrogate and victim ML models.
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