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Objectives
Given the large number of scientific papers
regarding the rapidly spreading COVID-19, it is
difficult for a health professional to keep up with
the research community. Can we apply what we
learned from finding similarities among malware
specimens, on a large scale [1][2], to a different
domain:

ICan we cluster similar articles via Unsupervised
Learning to make it easier for health
professionals to find relevant research articles?

I Is there an underlying topic in each cluster that
we can discover via Topic Modeling?

Approach
IParse the text from the body of each document

using Natural Language Processing (NLP).

ITurn each document instance di into a feature
vector Xi using Term Frequency–inverse
Document Frequency (TF-IDF).

IApply Dimensionality Reduction to each
feature vector Xi using t-Distributed Stochastic
Neighbor Embedding (t-SNE) to cluster similar
research articles in the two dimensional plane
X embedding Y1.

IUse Principal Component Analysis (PCA) to
project down the dimensions of X to a number
of dimensions that will keep .95 variance while
removing noise and outliers in embedding Y2.

IApply k-means clustering on Y2, where k is 20,
to label each cluster on Y1.

IApply Topic Modeling on X using Latent
Dirichlet Allocation (LDA) to discover
keywords from each cluster.

I Investigate the clusters visually on the plot,
zooming down to specific articles as needed,
and via classification using Stochastic Gradient
Descent (SGD).

Dataset Description
”In response to the COVID-19 pandemic, the
White House and a coalition of leading research
groups have prepared the COVID-19 Open
Research Dataset (CORD-19). CORD-19 is a
resource of over 44,000 scholarly articles, ...,
about COVID-19, SARS-CoV-2, and related
coronaviruses...”[3]

Plot
At first glance, we can see clear clusters
appearing on the scatter-plot of the t-SNE Y1

embedding. Also, we can see that the labels we
got by k-means, here represented by different
colors, seems to be clustering together.

Discover the Clusters on the Interactive Plot: http://www.bit.ly/covid19-clustering
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Results
To further investigate the clustering results,
manual analysis is necessary. For example:

IWe can see that all articles related to Middle
East Respiratory Syndrome (MERS) are
collected in Cluster 18 .

I Cluster 16 has articles revolving around the
economic and social impact of corona-virus.

I Cluster 15 includes topics about air and virus
particles while housing a sub-cluster of articles
that focus on face masks and filters as a topic.

Articles will classify to the clusters found by
k-means with F1 score of 88.14% using SGD.
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